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Opportunities: AI in Health Applications

Data Access and Use: Challenges & Case Studies

Translation and Deployment: Challenges & Case Studies

Summary and Discussion
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Access to Care Difficult Reactive to Disease

Made for the Average 
Person

Acute Care Heavy
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Access to Care Difficult Reactive to Disease

Made for the Average 
Person

Acute Care Heavy

https://worldmedicalinnovation.org/events/andrew-hopkins/
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Two Types of Challenges
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Evaluation of AI Solutions 

for Deployment

Access and Use of Health 

Data for R&D

R&D in AI for health applications relies

heavily on large health or clinical datasets.

However, the sensitive and private nature

of these datasets introduces several

ethical and legal challenges for data

access, use and governance.

Translation of AI technology for clinical

and public health applications requires

systematic evaluation and quality control.

However, this requires increasing

robustness and transparency of AI

models for end user buy-in and regulatory

oversight.
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DATA ACCESS AND USE

Challenges and Solutions
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R&D Requires Data from Large Numbers
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Retrospective Data of Large Numbers -> Lack of Consent
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More than Just Numbers…
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Plausible Solutions

Governance

Advanced 
Technology

Specialized 
Infrastructure

Enlist the types of personally 

identifiable information (PII) 

and sensitive health 

information (SHI) that need 

to be removed for R&D use

Infrastructure to remove  

PII, SHI, and all links to 

metadata that might 

enable re-identification

Capabilities to learn 

without exposing PII 

or SHI (even if 

present) beyond 

native institution 

where they reside 

already
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Plausible Solutions

Application Specifics Data Type(s) Type of Solution

1 Allied Health Implicit Identifiers

General Consent 

for R&D

Electronic Health Record

Tele-monitoring & Lifestyle Data

Nurse-Patient Conversations

Specialized 

Infrastructure: 

Anonymization & 

Crosslinking

2 Precision 

Medicine

Anonymized

Consent Maybe 

Present/Waived

Electronic Health Record

Consumer Health Data

Genomics

Specialized 

Infrastructure: 

Remote Access

3 Screening De-identified 

Consent Waived

Medical Imaging Scans Advanced 

Technology: 

Federated Learning 
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Specialized Infrastructure
1. Risk Stratification in the Community: Anonymize and Crosslink Multimodal Data

Infrastructure to remove PII and SHI 

from specialized data types

Multiple data modalities from 

multiple fragmented systems
Complexity of specialist 

unstructured data type 

Data not readily 

anonymized

Identifier Role and work 

site segregation 

between data 

preparation and 

analysis teams
Crosslinking Fragmented Data
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Specialized Infrastructure
2. Possibilities for Precision Medicine: Move Analysis to Data

Containers ensure 

isolation and 

maximize data safety 
Other Analysis Scripts and Tools

Scipy

anacondapySpark

Tensorflow

Container 
Service

data

Server

Scripts
Workflows
Models

DeployPackage

Scripts + Container Images
Data Analysis Tools

Standalone Executable 
Container

No data leaves premises of native clinical institution

Scalable across platforms

Compatible with latest AI 

techniques and enable 

reproducible analysis
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Advanced Technology
3. Screening: Learn in a Federated Manner

Screening conditions with 

low prevalence: paucity of 

positive samples

Centralization of Patient 

Data Beyond Provider Site 

Infeasible 

Federated Learning

Move Models Not Data

Protect Biometric Information that Can Remain After Anonymization

Delineate Ownership of Data vs Models

Open Question: How to Control Quality? 
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TRANSLATION AND DEPLOYMENT: 

Challenges & Solutions
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Translation: Potential vs. Reality

Despite availability of regulatory cleared 

products that match clinical needs, overall 

penetration of AI in clinical practice is very low
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Why Low Penetrance into Clinical Use?

Clinical Impact

• See no benefit
• Concerned that it will decrease their productivity

Performance

• Low trust: inconsistent AI performance, algorithm biases, arbitrary variation
• Lack of evaluation in the clinical workflow and rigorous performance 

standards (local to workflow and institution)

Business

• Cannot justify the expense/lack of reimbursement models
• System integration challenges
• Decision to implement requires many stakeholders
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Emerging Standards for Validation of AI Models

https://www.clinical-trials.ai/

• Documentation of 

inputs and outputs

• How the algorithm 

makes 

recommendations and 

fits into a clinical 

pathway

• Error Analysis: 

Sources of bias and 

generalisability

• Statements on 

algorithm ownership 

and access
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So Where is the Gap?

Controlled 

Clinical Trial

Data, Workflow 

and System 

Challenges in 

Ongoing Practice

vs

Mechanisms to Detect and Adapt to Dataset 

Drift, Non-Stationarity, Domain Shift 

Development 

Dataset

Model

Inference 

Dataset

• Observational Data Quality Limited –

Uncertainty Measures and Audit Tools Needed

• Running Models on Patient Data Poses 

Exposure Risks – Privacy Preserving 

Inference Tools Needed
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Plausible Solutions

Governance

Advanced 
Technology

Specialized 
Infrastructure

Standards, Ethics, 

Regulation, and Clearance 

Procedures for AI Model 

Deployment

Infrastructure to monitor 

performance, assess 

and adapt to 

drifts/domain shift

Capabilities to 

enhance trust: 

quantify uncertainty, 

preserve privacy, and 

audit AI solutions in 

routine practice
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Plausible Solutions

Application Specifics Data Type(s) Type of Solution

1 Clinical 

Decision 

Support

De-identified

Data for Workflow 

Solutions

Medical Imaging Scans 

and Reports

Specialized Infrastructure 

for Evaluation

2 Allied Health De-identified Data 

for Workflow 

Solutions

Electronic Health Record

Tele-monitoring & 

Lifestyle Data

Advanced Technology: 

Uncertainty Quantification

3 Screening Anonymized but 

Contains Biometric 

Information

Medical Imaging Scans Advanced Technology: 

Encrypted Deep Learning 

Inference
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Specialized Infrastructure
1. Clinical Decision Support:  Continuous Evaluation in Practice
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Advanced Technology
2. Risk Stratification in the Community: Uncertainty Quantification

Black box
The error bars matter!

High Risk

Data and Model Quality Characterization for Improved Predictive 
Performance

Bayesian Learning for Characterization of Data and Model 
Uncertainty (AAAI 2020)
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Advanced Technology
3. Screening: Deep Learning Meets Homomorphic Encryption

The Holy Grail: Privacy preserving 
Inference on Encrypted Biomedical 
Data

Challenges: Slow, High 
Computational Resource Demands, 
Reduces Accuracy

Biomedical Applications: Large 
anonymization load, scarce 
computational resources at point of 
care, high data dimensionality

Homomorphic Convolutional Nets
Direct Computations on Encrypted Data

CaRENets – Compact and Resource Efficient Homomorphic CNN (Privacy in ML, NeurIPS 2019)

Approach HE Encryption Parameters Application 1: 96 x 96 grey scale images Application 2: 256 x 256 RGB images

Parameters Log(n) Log(q) Security 

level

Memory Usage 

(GB)

Inference Time 

(seconds)

Message Size 

(MB)

Memory 

Usage (GB)

Inference 

Time 

(seconds)

Message Size 

(MB)

CaRENets (CPU) 14 660 >80 bit 2.94 994.9 2.90 17.2 6004 61.88

Baseline (CPU) 14 450 > 80 bit 135 3946.4 16200 > 181 --- 345600

Maintains accuracy within 3%, Improves latency by > 32X, memory usage by > 45X, message size by > 5000x
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❑ Confluence of governance, infrastructure and 

advanced technology developments needed to 

address research ethics and regulatory challenges

❑ What kinds of set ups can institutions working in the 

AI for Health domain be encouraged to invest in 

(remote data access, confidential labs, certified 

personnel)?

❑ What kinds of environments can deployment sites be 

mandated to develop (on site model updates in trial 

environments?

❑ How do we start developing evidence for emerging 

privacy and trust technologies to make them part of 

the ethics and regulatory ecosystem?
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Thank you

pavitrak@i2r.a-star.edu.sg


